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Abstract

Aims: To design and implement a classification-based model upetifie features for identification and
extraction of high quality questions in a thread.
Study Design:The study design is divided into three modules: preprowgssonfiguration, and questio
classification

Place and Duration of Study:Department of Computer Science of the Federal Universifgchnology
Akure, between June 2016 and December 2016

Methodology: This research proposes a way of identifying, extracimgj classifying questions in order
to enhance high quality answers in an online forum. One of ther isgues in question extraction apd
classification in forum is the restriction on the number okgaties considered such as Who, What,
Where, Where, Which, Why and How which are not sufficiertapture all possible questions. In this
work, a number of parameters were proposed and aggcegaing fuzzy logic for context based spam
detection and removal in order to enhance question identificatid classification. Part of speech (PQS)
tagging was applied to analyse the structure of eachaett sentence based on the presence and pasition

>

*Corresponding author: E-mail: bolanleojokoh@yahoom;



Ojokoh et al.; BJMCS, 22(1): 1-21, 2017; Article B&MCS.32541

of predefined question tags; with this, issues like camsitivity, grammatical construction ai
synonyms are addressed. Question classificationriedayut with Naive Bayes and identifying semantic
relationship between extracted questions is achieved wimeimilarity model. Experiments wefe
performed on dataset constructed from Research Gate website
Results: We presented questions extracted from researchgatetevetbsithe system. The output consists
of the corresponding POS tags and the category the quéstitassified into. The number of questions
extracted from the website is dependent on the number ofangavailable in a forum. We were able|to
achieve a successful result of 3015 correctly extracted cembified questions at 80% POS tag
occurrence.
Conclusion: Our approach to question identification and classificatiais ®wffective and covers mofe
guestion categories. This can be applied to any questiaregng system.

—

Keywords: Question; online forum; ResearchGate; Naive Bayesn filtering.

1 Introduction

Online forums contain enormous amount of valuable user gggkecontent, such as text and pictures in
addition to links to other resources. An online discussion forum @®llection of threads; each thread

consisting of the first post with subsequent reply post(k) These contents also contain questions and
discussions (answers) about the questions and sometimesehated questions to the initial question which

result in more discussion within the same discussion farsually about a subject. A system capable of
extracting and classifying questions becomes imperativieetable to find appropriate answers without

reading all the content of a forum therefore buildirguastion and answer (QA) system. Moreover, QA has
been a tool in solving problems in specific domains (sa€hopen and closed domain). Open domain
question answering deals with questions about nearlthisngyand can only rely on general ontologies and
world knowledge. Closed domain question answering dedlsquiestions under a specific domain such as
medicine or aeromechanic maintenance and can be seen asiemnta&sls because natural language

processing (NLP) systems can exploit domain specific krdyelérequently formalized in ontologies.

QA systems typically include a question classifier medhat determines the type of question and the type
of answer. After the question is analysed, the syst@maly uses several modules that apply increasingly
complex NLP techniques on a gradually reduced amount tf ttaxs, a document retrieval module uses
search engines to identify the documents or paragraptieidocument set that are likely to contain the
answer, and a filter pre-selects small text fragmdrds ¢ontain strings of the same type as the expected
answer. For example, if the question is "Who invented confpytne filter returns text that contains names
of people. Finally, an answer extraction module looks tothér clues in the text to determine if the
candidate answer can indeed answer the question. Idenificatd classification of question on QA sites
have been crucial because the entire answer extractiorspnaties on finding the correct question type and
hence the correct answer type [2].

Earlier question classification work includes [3] and [4}mhich language model and Rapier rule learning
was employed respectively. [5] proposed a machine learningaqprwhich uses the Sparse Network of
Winnows (SNoW) learning architecture. [6] used linear supypector machines (SVMs) with question word
bigrams and error-correcting output. Other works on questiassification include: A function-based
question classification technique proposed by [7] was built ark® logic network (MLN), and tailored to
general question answering. [8] worked on QA classificaiind sentential level ranking. Most successful
research focuses on just five category of questions: WHwtVWVhere, Where, Which, Why and How
(5W1H) which do not cover all the possible category for @skmestions such as could, may, do and so on.
Spam detection is omitted in most QA research andtioaship between extracted question is not
established to help improve answer retrieval. This rekeaork is motivated by these outlined research
works and some of their identified limitations.
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Questions are extracted from post and threads obtained froomleme forum (ResearchGate website).
Similar questions for a category usually follow thensapattern, for example, “What is a dictionary?” or
“What are the people in Nigeria called?”. We exploiteds¢hpatterns using part of speech tags (POS) and
based on the level of occurrence of these tag pattemséntence, it is either identified as a question or an
ordinary sentence. The benefit of using POS is to acamatae the use of different words with the same
meaning and also to handle the position of words in avploish could probably be as a result of the format
in the construction of the sentence, error in typing or gofmmed sentence. To correctly classify the
extracted question, we applied Naive Bayes classifidetermine the category. Naive Bayes classifier is a
supervised machine learning probabilistic classifier theds the label or attribute of a new instance to
estimate the probability of each class or category [O9hak been used in text classification research in
different domains. Some applications of Naive Bayessifias can be found in [10] for heart disease
prediction, [11] for intrusion detection and [12] for onlie@domised learning methods.

The content of this paper is structured as follows: ItiGedwo, we make a review of works focusing on

guestion identification and extraction from web logs (bjogsd text. Our proposed method for spam
detection, question identification and classification is diesd in section three. Section four discusses the
experimental results and dataset construction. Evaluatiothéoperformance of our model is discussed in
section five, while conclusion and proposed further works aremnisgben section six.

1.1 Related works

Many QA systems used manually constructed sets of mlesp a question to a type, which is not efficient
to manage. With the increasing popularity of statistiggiroaches, machine learning plays a more important
role in this task. An advantage of the machine learning apprisahat one can focus on designing insightful
features, and rely on learning process to efficiently effielctively cope with the features. In addition, a
learned classifier is more flexible to reconstruct thamaaually constructed system because it can be trained
on a new taxonomy when there are new changes.

Correct classification of question with respect to #xpected answer type is prerequisite for question
answering system. [13] proposed a novel architectur8\tlH question classification and answer searching
based on index scheme. Their proposed system performed amatysrawled web document to extract
guestion and applied constructed function called Indexer fosifitagion. The indexer accepts TermSet
(keywords), generated by a preprocessor as its inpltganerates the index by using an adapted pseudo
code. The index is based on the type of answer expectedesijibct to the question. The system showed
promising results than the existing systems based on quektgsification.

Lu et al. [9] discussed classification using Head Wordstlaeid Hypernyms where two models of classifier
were used namely; Support Vector Machine (SVM) and Maxiniintiopy (ME) model. Support Vector
Machine is a useful technique for data classificatiorusks kernel function for problem solution. Five
feature sets (question wh-word, head word, WordNet semfaatares for head word, word grams, and
word shape feature) were used separately by the clasg[8&M and ME) to determine their individual
contribution. The experimental result was designed in two w@ysst the accuracy of the classifiers. The
first experiment evaluates the individual contributionh®f tlassifiers for different feature types of question
classification accuracy while the feature set wasementally fed to both SVM and ME in the second
experiment. The best accuracy achieved for 50 classes is 8&.3%M and 89.0% for ME.

Hong and Davison [14] explored the problem of extracting questitswering content from discussion
boards. In their research, they addressed both questioctidetand answer extraction. They focused on
classification methods for question detection such as @uestark, 5SWIH words, total number of posts
within one thread, authorship, N-gram and answer deteatimg natural language techniques like position
of the answer post, authorship, N-gram, stop words ang djkelihood model score. They used Library for
Support Vector Machine (LIBSVM2.88) as their classifigneTesult of their research shows that; the use of
N-grams and the combination of several non-content feataesmprove the performance of detecting
question-related threads in discussion boards. Theatiom of their research was the scope of question
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category considered (only 5WIH). They failed to addrbssquestions available in later posts and did not
consider the number of questions in the question posts.

Pal et al. [15] proposed a Minimally Supervised Questiass$ification and Answering based on WordNet
and Wikipedia (Wikisense). This method was used for ifléisg questions into semantic categories in the
lexical database like Word Net. In the database, a set\6f28 Net lexicographer’s file was taken from the
titles of Wikipedia entry. They implemented and evaludbedproposed methods using a simple redundancy
based QA system. In their experiment, they first runr tQ&i system without any question classification as
their baseline. They also run the system on the sameiagieal dataset using two different question
classifiers; one trained by WordNet and the othenéghion WordNet plus WikiSense. At threshold of 2.25,
the Mean Reciprocal Rank (MRR) was higher than the basklird.061, and precision was higher by 9%.

Mishra et al. [16] presented their research work on questassification using machine learning approach.
In order to train the learning model, they designed a sighof features such as lexical, syntactic, and
semantic that are predictive of question categories. Theofaguestion classification was carried out as
predicting the entity type of the answer of a natural Uagge question. They tested their proposed
approaches on the well-known University of lllinois at Urb&empaign (UIUC) dataset and succeeded to
achieve a new record on the accuracy of 96.2% and 91.1%dwmsecand fine grained classification on this
dataset which outperforms every other state of theeautt in their reviewed papers.

Ding et al. [17] addressed the issue of detecting spasarecommunity question answering (CQA) sites.
They discovered that spammers are usually connected to othmmsps via the best-answer relation, a
pattern which cannot be easily detected for lack of iflable textual patterns. Their proposed model
incorporated the link-based information by adding regu#ion constraints to textual predictor. To evaluate
their proposed approach, they crawled and constructed déataseta CQA portal. Experimental results
demonstrated that their method is more effective for spamuatection compared to other state of the art
methods.

Ligozat [18] proposed Question Classification Transfer. Questnswering systems have been developed
for many languages, but most resources were creat&mhépish, which can be a problem when developing a
system in another language such as French. In particataguéstion classification, no labelled question
corpus is available for French, so their paper studied thaljildy of using existing English corpora and
transferring classification by translating the questiontaed labels. By translating the training corpus, they
obtained results close to a monolingual setting. This pppented a comparison between two transfer
modes to adapt question classification from English todfreResults showed that translating the training
corpus gives better results than translating the tegusorPart-of-speech information only was used, but
since [17] showed that best results are obtained withepaees and tree kernels, it could be interesting to
test this additional information; yet, parsing translajgestions may prove unreliable.

Ojokoh and Ayokunle [19] presented an online question asdier processing system. The user is allowed
to generate the questions in an input field provided in anicapiph interface. Their experiments were
carried out using question subjects from various categori¢sasuEacebook, google, laptops & notebooks,
Wikipedia, YouTube and so on into which the dataset wasifidassThe question subjects from each
category were supplied from the user’s query. The exgatinvas also repeated using Levenshtein distance
algorithm as well as a modified version of the algorithm propaselde work. The results and evaluation
from computing-related datasets demonstrated the effecsiverfieheir proposed technique.

Fong et al. [20] considered another approach to classifgingn questions using feature selection method
called principal component analysis (PCA). Features fromanfoquestions are extracted and then data
mining techniques was applied to identify the relevant featheswill help predict the quality of questions.
Their classification model is used for testing new quasfiosted to the forum to estimate the chance of
being answered. This is done by comparing the featdird® mew questions to those that have been learned
by the model from the previous records of questions from themfoboth that have received replies
successfully and otherwise. They divided the qualitguestion into two classes: good and bad questions.
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Their first task was to select attributes that defime quality of the questions. Secondly, they use selected
features in the classification models by applying princguahponent analysis for providing in classifying
between good and bad questions. The result showed succgsssiion classification, and also provides
guidelines on how to post questions that are likely to be argwe

In [21], the preliminary part of this work consisting thie design of an extensible question identification,
extraction and classification model from weblog was presertedhe paper, a systematic approach to
identification and classification of questions was proposefurther and more detailed review of related
works, a more comprehensive overview of the design witlind@poration of spam filtering and extensive
experiments with several files from researchgate arepted here.

The above mentioned research recorded success irrgkalts, however, [17,9,16] and [19] considered a
small category of questions (Who, What, Where, Where, Whitty, and How) which did not cover many
possible category of question that can be found in the ®6bcpnsidered only two type of classification for
guestion, which will not be sufficient to provide answergjtiestions. The achievements recorded by [21]
and [17] did not take into consideration the possibility of thegaree of spam from web content in question
extraction and identification, which could save processing,t computing resources and enhance the
possibility of quick identification of quality questiorofn the forum. In addition, previous researches did not
consider relationship between questions extracted fromnaeauto help provide better answer and
information about the similarity in the structure of gigst. This research introduces a context-based spam
detector to eliminate spams in online forum and prepdsaive Bayes classifier to classify the question
using part of speech tags obtained from question template iimteeth different categories after the
identification of questions has been achieved. Semantitioredhip between extracted questions is
constructed by computing cosine distance score betwessiigns.

2 Methodology

Extracting quality questions from online blogs requiresildetgprocessing and analyses of the text content
to determine the existence and the category of questidhe blog.

2.1 System architecture

2.1.1 Pre-processing module

The pre-processing module, accepts web pages (or datasgtafil input, scans through the web pages in
search for users’ comments. In this module, unwanteceobstich as web tags and text formatting used in
the creation of blogs are eliminated. The extracted blags@mnned for spams to eliminate blogs that do not
have meaningful contribution, and contains features used dyrmprs for generating content in order to
make web pages appear active. The extracted useful blogstcof a post and subsequent replies called
threads (this post and thread form a group). Therefore, &éxésts many groups from the extracted blogs.
Each group is treated as an entity and the comments grabe are broken down into sentences for further
processing.

2.1.2 Extensible question configuration module

The question configuration module is a setup moduletfersystem. It is responsible for specifying the
category of questions to be extracted from blogs. It isnsitike because it is possible for the system to be
adjusted to detect more categories of questions. How pheand effectively the system is able to extract
questions depends on this module. The question configuration madelgt®as input a question category or
class and one or more sentence instance of the categaty;oé the instances is annotated with part of
speech (POS) tag in English Language. The annotations fdnstences are extracted to represent the
sentences. The extracted annotations are mapped to thmiguasegory and stored for use in the question
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classification module. This module maintains a questidegcay with one or more unique annotation
instances.
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Fig. 1. Proposed system architecture

2.1.3 Question classification module

The detection and classification of questions are doneeimjtiestion classification module. The extracted
blogs from the pre-processing module and the annotations for eaestion category from question
configuration module are supplied into this module astipauameters. The classification module iterates
through the groups extracted from the pre-processing mdduleach group, it annotates all sentences with
POS tag in English Language. The tags in each of the sestareebtained and analysed with the question
classification tags generated from the question cordigan module. A relative probability value is assigned
to each sentence based on the occurrence of question tagsirexpi@ probability computation of Naive
Bayes. The relative probability approach takes into cemation the position and occurrence of tags.
Relative probability value for a tagged sentence thaten& the threshold is regarded as a question and it is
assigned to the category with the highest value, while taggedrees below the threshold is discarded.
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2.2 Context-based spam detection in blog

Some web pages containing blogs tend to employ techniquegitkasearch engines a wrong impression
about its content in order to have a higher rating whichdcasult into higher monetary gain, increase in
traffic, and personal benefits. Some of these techniqudede stuffing blog with keywords to increase
relevance and hyperlink to increase reference indeblog is said to be a spam if the purpose is to increase
the status of a blog or its related content without meaningfptdvement to the viewer, which is achieved
by constructing blogs using different techniques [22].eBavtechniques have been considered to detect
spam, which include feature analysis available on welteocgnguch as content duplication, language model,
compressibility and so on [22-25]. Another approach is thaioelship between webpages to determine the
presence of spam on the webpage [26-29]. In the follogéagon, we present features adapted from [22] to
detect spam from web content.

2.2.1 Average length of words

One major characteristic of spam is the use of compasitd. This method takes normal or regular word,
concatenating the words to form long composite words. Exangblesich words are “computersystem”,
“humanbone”, “phonecamera”, “bottlewater” and so on.The purpésaich words in blogs is to handle
every category of misspelled words in search query by wusséng search engines when users omit space
between words. This work adopts the method of [22], thetstigated the average length (in characters) and
the likelihood of spam, and discovered that many pages wéttage length of words between 8 and 10 are
spam. Average length of words is computed as follows:

WP =, (tw = BT}y 2 S) ©

. wP
D =
' 4w - BTY,,)

(2)

wheref, is a word length function that counts’X the length of words (in character)in {BT}. S, is a
predefined integer value (set at 10 in this research),ivibicsed as a factor lfyto determine ifiw should

be considered, that is if it is equal to or exceedsSthevalue.W? is the total number of wordg in
{BT}j_l, with length the same as or greater than the valti@,pand jis 1,2,3, ...,n the size of the extracted
groups{BT} in D. A, is a word-count function that counts all the words iraug{w - BT},-_l.D\1 is the
mean occurrence of words greater than or equélfp

2.2.2 Amount of anchor text

Another approach used by spam on the web is to stpdiya with anchor to other pages. The concept used
by search engines is to determine the list of pagesgart&cular search query. For example, if there exists
word, “hospital” on page X that points to page Y, the seangmne returns page Y if “hospital” is found in
the search query, even if the keyword “hospital” is not fban page Y.

The average occurrence of anchor text in a blog can iedictite blog is a spam. The average occurrence of
anchor words ranges between 0.0 and 1.0, with reference teghblt from [22], that used this parameter, it
can be observed that higher fraction of anchor text mayyihigher prevalence of spam. The results showed
that pages with higher occurrence of anchor text becaabiedielow the value of 0.75. Hence, in this work,
occurrence of anchor text was found using:

oo = Z7(fa({w - BT}j—l) = W(a))
g Aa({w - BT};_y)

3)
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whereD, is the mean occurrence of anchor text in a blog gfB@p, W(q) is the anchor texf, is anchor-
text function that gets the wordin each grougw — BT} that are anchor text ariflis the size of blog
group.2, is a word-count function that counts all the words in a gfeup> BT};_;.

2.2.3 Compressibility

Compressing the page to create compression ratio can réveath a page is a spam or not. The
compression ratio measures the redundancy of the web pagesomputed by dividing the size of the
uncompressed page by the size of compressed page. [2R]auszst and efficient gzip compression
algorithm to compress pages to determine the compression The result from their research shows that a
compression ratio with value of 4.0 and above was judgée gpam. However, in this research, hash table
in place of gzip is used in the compression ratio from blbg. hash table contains distinct words from the
blogs as key and the number of occurrence as the valueongression ratio is measured by dividing size
(number of words) in the blog using word-scanner by the sizthe hash table. Word-scanner is an
independent and sometimes part of an application capabdadihg and counting the number of words in a
text file or string. Therefore, we obtain the compressido est:

W = fn(w, Z{w - BT}) (4)
and

— A (fw - BT}j—l)
IR ®

wheref,, is a word mapping function that creates a hash Wiflp that consists of words in {BT} and
assigns €) the number of times it occurréidis the compression ratio aig is a weight function that gets
the size oWW".

2.2.4 Fraction of globally popular words

The measure of N most popular words on a page can rtheealontent of the page. N is obtained by
searching all available blog groups for N most occurringdaowhere the size of N can be 200,300 or 500.
Spam pages are usually stuffed with common words used byafssgarch engines, and which form part of
search query. It is easy for spammers to create gdiks with random selection of words from dictionary
of any discipline. This metric was used in [22] and isvadserved that based on a fraction of 500 most
popular words, the prevalence of spam is modest througheutistribution, with a dramatic spike for those
few pages in which 75% or more of the popular words appearaiiinj spam. Equations 6 and 7 handle the
fraction of globally popular words in a blog group.

WY = fy([iw - BT}y, {w - BT},, ..., {w - BT}, | == N) (6)

and

N k=04-1
(W == (w > BT}
D, = = ™

where fy is a word-scanning function that scan words from all theugs{w — BT}, savingN most
occurring words iW¥. 4, is word-sum function that determine the sizeWof and4,, is a word-sum
function that gets the number of wordg#t’ in each grougw — BT},.
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2.2.5 Independent N-gram likelihood

N-gram of n consecutive words (where n could either be4) & constructed from the extracted collection
of blog groups. The n-gram is regarded as a probabilisticoapprfor predicting the occurrence of a
sequence in a document [30]; it is a contiguous sequenciehs from a given sequence of text or speech.

The probability of n-gram for a blag(Hj, ..., H;) with j n-grams is defined as:

(H " ) _ number of occurrences of n — gram 8

P B = total number of n — grams ®
Jj

— 1

D; = _72 logp(Hy, ..., H;) ©9)

i=1

whereD;s is the independent n-gram likelihood.[22], set the valua to be 3 and was able to show that
documents composed of frequently occurring 3-grams words ogeafpadetecting spam. To determine the
value of D;, n is given a value of 3 and from the result of [22] vakiesve 12.50 will be considered to be
spam.

2.3 Heuristics combination with Fuzzy logic algoribm

Using individual heuristics discussed in section 3.2, will metadequate to flag a blog as a spam. In this
section, we explain how these heuristics are combined usiadapted fuzzy logic algorithm to detect spam.
Fuzzy logic application cuts across several fields fromi@etifintelligence to control theory and achieved
invaluable gain in performance and expected output [31]. Thecapph of fuzzy logic algorithm for the
detection of spam requires the combination of the heurgéicameters described in Table 1.

Table 1. Feature set used for spam detection

Parameter D, Threshold mark (T;) =>Threshold Below threshold
Average length of words D, 10 1 0
Amount of anchor text D, 0.75 1 0
Compressibility D, 40 1 0
Fraction of globally popular words D,  75% 1 0
Independent n-gram likelihoods D, 12.50 1 0

The threshold values described in the table is obtained frantfizse values indicate evidence of spam in a
document. The linguistic variables for spam detectiohés“parameter” column and each value is referred
to as linguistic value, S[t]= {compressibility, averalgagth, amount of anchor text, fraction of globally
popular words, independent n-gram likelihood}. Therefore, S[thé linguistic variable and compressibility,
average word length is linguistic value, which are not fuzaguiistic terms. A membership funct A,
which converts the linguistic variables to fuzzy linguistierie represented dg , D,, and so on is achieved
by using equation (2), (3), (5), (7) and (9).

D, = A:(Slt:D) (10

The fuzzy rulif,,,. is created with the fuzzy linguistic term and the thoéd mark. Table 2 shows the
generated fuzzy rules, the rule comprises of IF-THEN-Ek®&ements which consist of a condition and a
conclusion. The condition compares the fuzzy logic termthadhreshold mark. If the condition in the IF-
THEN statement is true the value 1 is returned as tieome and if it is false, O is returned which is the
ELSE outcome. The outcome of the fuzzy rule is eithedicating spam or a 0 indicating a normal text.
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Table 2. Fuzzy rule for spam detection

RULE 1 IF (D; > T;) THEN {return 1} ELSE {return 0}
RULE 2 IF (D, = T,) THEN {return 1} ELSE {return 0}
RULE 3 IF (D; = T;) THEN {return 1} ELSE {return 0}
RULE 4 IF (D, = T,) THEN {return 1} ELSE {return 0}
RULE & IF (Dg = Ts) THEN {return 1} ELSE {return 0}

Defuzzification is carried out on the aggregation of teeirned valuesF,,;,. from the fuzzy rule. A
threshold value of 2.0 is used to know if a text is a spaenpuirpose of using 2.0 as a mark for the threshold
is based on the fact that if any two conditions in the sikatisfied then the text is a spam. A document that
is spam will definitely satisfy more than one of the rulBserefore, if the value ,,;,. iS greater than or
equal to 2.0 then it's a spam otherwise it's a blog. The coniputet the defuzzification value is carried out
in equation (11)

k
Foate = Zfrule(ﬁl >T) (0]
i

whereT; is the threshold mark for ruieandk is the total number of rulef,.,,. is the rule function created
with the fuzzy linguistic term and the threshold mark Ani the fuzzy linguistic terms for a document.

2.4 Question detection and extraction with POS

Every word in English Language can be classified afoarticular part of speech such as noun, pronoun,
verb, and so on. Tagging words in a sentence will hefetform the analysis on the sentence based on the
position of the subject and the object in the sentence. Usinfpt analysis eliminates and deals with issues

like case sensitivity, grammatical construction and symsny

Dy = 8,(A — D) (12)

D, = {BTy, => (d,[0],dg[1], ..., dg[m]), ..., BT, => (d,[0],d,[1], ...,d,[m])} is an array of labelled
sentences with POS tad,is a collection of part of speech tags in English Laggu@uch as noun, verb,
adjective, and so onj,is a tagging function that assigns~{ tags in A toDusing Stanford parser that
employs the principle of maximum entropy. Stanford pades a sentence as input and produces a labelled
output of each word in the sentence with part of speech ilisBrignguage.

Given category of question classes C 3, {G,...,G } each class having one or more question instance
sentencee, which forms the groupg allotted to a classg = {e, &,..., &}. Therefore C={g,
€1),(9,¢)....,@.6)}. Each documeng in each question category is tagged with POS in Englisguzge.

C,=8,4—0) (13)

whereC, = {(gq, ¢1), (ga, C2),-.-,(ga ¢;)} is the category of question with POS tag for each growgach
question class.

2.5 Question classification with Naive Bayes

Naive Bayes classifier is a machine learning-basedctagsification. It requires an initial set of data vhic
is used in the learning process. It generates a selesfthat forms the decision criteria for classificatilts
application can be found in authorship identification, age/geidiatification, language identification,
document-subject classification, sentiment analysis, rakdliagnosis [32] among others. The training
record for this system is obtained frafp = {(g,, c1),(ga C2),-.-, (ga, ¢;)}, Which is the output from
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tagging question instance in each group. The quality of thsifiteiss enhanced by increasing the content of
the training record. The learned Naive Bayes classifisigns tagged documehtto its corresponding class
¢, and this is achieved by searching for the occurrengeais inD,,and assigning it to a classn C,. The
procedure/process is described as follows:

m

W, = argmax p(Cy) | | p(DalC) a4
CECq{1,j} k=1

count(a - dgfi],c) +1

PWalillCO = o sumtCar, o)) + V]

(15)

whereW,={ (Q[1], ¢), (Q[2],¢),..., (Q[t], c)} is the output of the Naive Bayes classifier for doenininD,,
that contains question@[1], Q[2], ..., Q[t]. Every document iD, is searched for the occurrence of
guestions. The search is performed based on the presencestbmytieg ind, for each clasé,. Questions
found in documenb, is assigned a probability value based on the occurrence ofdagd ind,. Q is
assigned a class thbased on the highest probability value.of

p(Cy) = %wherdveis the number of question instance sentereésr a question groug, andN is the
number of question instance sentences in all the question gigyestion (15) is Laplace (add-1) smoothing
for Naive Bayes which solves the common problem of maxirikefihood to avoid the occurrence of 0
probability. |V| refers to the total number of unique tagsCin count(a — dg[i],c) refers to the total
number of unique tagsthat belongs-$) to documenti,[i] for classc. d,[i Jis said to be a questighfor
classc if the maximum probability value exceeds the question threshatd @3,,, the value is adjustable to
regulate the rate or efficiency at which the systemaisla to detect question in documents [33].

2.6 Semantic relationship between extracted questie

Considering a Questia@, extracted from documedt, belonging to a particular blagT, the relationship
between questions in the same thread can be obtained W#onm={ BT, => (Q[1],¢c) ,

BT, => (Q[2],¢) ,..., BT, => (Q[t],c) }. Constructing semantic relationship between the questions
extracted from the same thread can help to improve ansetectan and play an important role in
information retrieval [34], because those questions in thmeesthread may share the same answer
paragraph.If there is more than one question extidoreBT, the semantic relationship can be achieved by
computing the cosine distance or dot-product between twatigose [35].

n
i1 4; X B;

VER(A)? x JET(B:)?

S(4,B) = (16)

whereA andB are lexical semantic vectors obtained from two questiori®e compared arf{4, B) is the
similarity between two questions from which the vectors wabtained. The result ranges from zero (0)
meaning exactly opposite, to positive one (1) meaning extmlsame and values in-between indicating
intermediate dissimilarity or similarity [35]. In aed to create a balanced level of semantical similarity
between questions, a value greaterthan or equal toild seveonsidered semantically similar, this will show
the closeness or similarity of questions in a particgtaup (blog).

Let Q[1] andQ[2] be questions from a groly’, andA andB be vectors of[1] andQ[2] respectively. A
joint word setQ.; = {w;, w,, ..., w, } is constructed containing all the distinct word®ii] andQ[2].

Qser = Q[l] U Q[Z] 7)

11
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Each vectod andB is created by comparing each wordQgn, with Q[1] andQ[2] respectively. Ifw; is
present i@ [1], the entry ford is set to 1. liw; is not present, a similarity scdre, t;), is computed between
w; and each word iQ[1], the highest similarity score greater than the threseadtered fod, otherwise 0
is set as the value for;. The reason for using threshold is as a result of #gsdmum similarity score could
be very low indicating they are very dissimilar and contdoduce noise to the vector if added [36].

The similarity score betweeaw; in Q... andt; in Q[1] or Q[2], is calculated by considering both the path
length and depth in the hierarchical semantic WordNet.

stwy t) = f1(D X fr(R) x T(wy) X 1(t;) (18)
fiandf,are transfer functions of path len@h and deptth) from the Semantic WordNet respectively.

length(l) refers to the shortest path betwegrund t; in the WordNet and depth) refers to the length of
the path ta; from the global root entity (node). P&tv;) andi(t;) is information gain irQs., andQ[1]
respectively, which is the probability of occurrencevpiandt; in Q.. andQ[1] respectively, which can be
computed as follows:

log(x + 1)

1) =1-—22T 20
(x) log(Ngee + 1)

(19)

I(x) can either bé(w;) or I(t;) and x is the total number of occurrence wf in Q. or t; in
Q[1] respectively and,, is the total number of words Q.

Semantic WordNet is a large database of English waeydgematically arranged to form a tree-relationship
between words. There are different techniques usedntb demantic relationship between words these
include corpus-based measure of semantic word sirgilarid a normalised common subsequence string
matching algorithm [36].

3 Results and Discussion

3.1 Dataset construction

The dataset used for this research is made up one thousand WD @)es obtained from ResearchGate
website, a social networking website for scientistsrasdarchers to collaborate and exchange ideas, ask and
give answers to questions, share papers and often seajohsorhe website provides the platform to create
a public and semi-public personal profile and to searcledliaborators or people in similar area of interest
[37]. The website started in 2008 with few features aref @ime it grew rapidly based on the contribution
from users, scientist and researchers, and has more tremmélion users as at 2015 [38] and participants
cut across several fields, such as agriculture, mediaioenputer science, engineering and so on.
ResearchGate provides a feature for creating discussamd flolog) among users. A comment or question
could be posted by a user and there will be different respdrma other users. These responses could be a
reply or answers to the initial post or question to spur fudigeussion. In our work, the created blog pages
from the website were crawled using HTTRACK softwarfrea and open source downloadable application,
for processing and question extraction. This softwarapsalsle of downloading webpages from a site on the
internet to a local computer and still maintaining thte selative link structure so that the pages can be
browsed on the local system [39,40]. Some of the advantfgt®e software include ability to resume
interrupted download, configurable options to filter downloaus ability to follow links that are generated
with JavaScript, flash and applets.

We implemented the Question Classification Module, Extd@sQuestion Configuration Module, Pre-

processing Module and the working inter-relationshipwbeth these modules with Java programming
language and MySQL relational database management sgstéme database server. The tags that are used

12
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for extraction of text from ResearchGate blog is represem Table 3. This system uses three extraction
parameters to search for blogs on the web page datdsete Parameters were obtained by observing the
mark-up structure of the web page.

Table 3. Extraction parameters

ID Start Tag End Tag
1 <h1 class="topic-post-title”> </h1l>

2 <p> </p>

3 <a class="js-question-title topics-post-feed-item-title” </a>

The categories of questions that are considered in théareh are specified in Table 4. The instances are
used to determine if a sentence obtained from a blogjigeation and Naive Bayes is applied to determine
the category the question.

Table 4 indicates categories of questions and the numberstainces used in our research. Questions
extracted are placed into one of these categories andhstences represent formats for the question
category. The system uses these instances to identégptanse as a question. Our system is flexible and
allows for more categories to be added as well as icessdior any category

Table 4. Question classification category

Question category Number of instances Question category ulhber of instances
Any 16 Not 11
Ask 13 Perhaps 6
Can 15 Please 13
Could 14 Suppose 1
Do 16 Were 19
Excuse me 5 What 20
Have 18 When 12
How 13 Where 21
Is 9 Who 10
Let 2 Why 17
May 15 Would 17
Might 18

3.2 Discussion of results

Table 5 shows the results from question identification anssifieation. The table shows the questions
extracted from the blog; the corresponding POS tags andatiegory the question is classified into. The
number of questions extracted from a group varies and @gsratlent on the number of questions available.
The result displayed is the question extracted from group sultReare obtained from the 1000 dataset files
crawled from ResearchGate website. Each file is arfdjar discussion) thread which represents a group and
it comprises of one or more sentences. A total of 24$84itences were obtained and the number of
guestions extracted is dependent on the value of the pageeof question tag occurrence.

Table 6 shows a summary of the number of questions edreatd classified at 50% questions tag
occurrence. There are five columns in each of the tatiésh indicate how the questions for a particular
category are classified. The first column represdr@sdentification (ID) number for each question category
and the second column represents the question categories usedresdaish, which are assigned to a
question extracted from the blog. The third column referedddtal number of questions identified for that
category, while the fourth and fifth column represeh&sriumber of questions that are accurately classified
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for that category and the number that are incorrectly itileddor that question category respectively. The
sixth column signifies questions that are extracted arssifiled for that question category but are not really
question, which could be as a result of the extracted meéting the classification structure and
requirements.

Table 5. All the question extracted from group 1

Extracted question POS Tag Question category
I want to ask you if you would like PRP VBP TO VB PRP IN PRP MD VB TO Would

to provide me a benchmark: a tableVB PRP DT NN DT NN CC FW FW JJ NN

+ a work load (for large databases).

I would like to have access to a PRP MD VB TO VB NN NN JJ NNS NN  Have

public data base of proteins to IN NNS RB VBP NN IN NNS IN NN NN

compare expression of proteins in

Pinus radiata

| want to learn how these PRP VBP TO VB WRB DT NNS VBP How

ingredients work

Many people find supplements but JJ NNS VBP NNS CC WRB VBP PRP VB How

how do you know they are PRP VBP VBN NN

produced good.

Can anybody tell me what JJ NN VB PRP WP NNS VBP JJ TOVB What
possibilities are available to DT NN IN VBG NN FW FW

improve the algorithm of existing

paper (base paper)

In TGCA analysis, what defines theJJ NN NN WP VBZ DT NN NN IN NNS What
base level of genes in the samples IN DT NNS

The summary for different percentages of tag occuerdocidentification and classification of questions is
represented in Table 7. The different percentage valselected for checking the occurrence of question
based on the sequential changes of the experimental resultsighiee the percentage value, the higher the
strictness of the system to check for the tag occurrendetermine if the sentence is a question. At 50% tag
occurrence, a total of 3081 questions were extracted af&I\8€re correctly classified while 3 were wrongly
classified and 30 that were classified are not questiB@S5 questions were obtained from 60% tag
occurrence and 3048 questions was rightly classified evahilotal of 1 and 6 are the values for questions
wrongly classified and questions that were classifiedabetnot question respectively. Tag occurrence of
70% and 80% have no values for neither questions wrongly otabssifir classified questions that are not
guestions. There is a significant difference between testimns that are rightly classified at 70% and 80%
with 33 rightly classified questions difference and tBis$ a result of the value of the tag occurrence, for
90% and 100% the value is expected to reduce even furtBed i the result obtained for 85% tag
occurrence. 70% tag occurrence value produced the requirets fesihe system because all the questions
that were extracted were correctly classified.

Fig. 2a to 2d are graphical representation of the sumnfaheauestion extracted for different percentage
value of question tag occurrence. The questions exthatititly classified questions, wrongly classified and
extracted but not questions are plotted against the tagrreoce values: 50%, 60%, 70% and 80%
respectively. Fig. 2a shows the questions extracted éodifferent percentage values and it shows that the
lower the percentage value the higher the number of qusdtiiscovered and correspondingly there will be
more sentence which are not questions but detected and exaaageestions as it can be seen in Fig. 2c.
Fig. 2b shows questions correctly classified, where dkgacted sentences are correctly classified as
questions. The higher the percentage occurrence valuewbetlte questions extracted as seen between the
70% and 80% mark. Fig. 2c shows sentences that aretegti@s questions but given a wrong classification
identity. Also, the figure shows that the mark of 70% and aboveotihave wrongly classified questions.
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Table 6. Question category classification summary at 50%uestion tag occurence

Question Number of questions Number of Number of Number of content

category extracted for questions rightly  questions wrongly  extracted but not
category classified classified guestions

Any 19 19 0 0

Ask 23 23 0 0

Can 88 87 0 1

Coulc 31 31 0 0

Do 45 42 0 3

Excuse me 4 3 0 1

Have 32¢ 32€ 0 3

How 354 353 0 1

Is 9 6 2 1

Let 5 5 0 0

May 53 48 0 5

Might 22 22 0 0

Not 6 4 0 2

Perhap 7 7 0 0

Please 18 18 0 0

Suppose 16 11 1 4

Were 66 62 0 4

What 367 367 0 0

Wher 32¢ 324 0 2

Where 295 295 0 0

Who 362 361 0 1

Why 38¢€ 38¢€ 0 0

Would 250 248 0 2

Table 7. Summary of question extracted and classified fatifferent question tag occurence

Tag Content extracted as Question rightly Question wrongly  Extracted but
occurrence  question for category classified classified not question
50% 3081 3048 3 30
60% 3055 3048 1 6
70% 3048 3048 0 0
80% 3015 3015 0 0
85% 300( 300( 0 0
3100 < 3060
3080 £ 3050
w3060 ﬁ 3040
5 S 3030
S 3040 -
4 E 3020
$ 3020 S
= 2000 2 3010
B & 3000
g 2980 8 2990
:;E 2960 8, 2980
2940 2970
50% 60% 70% 80% 85% 50% 60% 70% 80% 85%
Tag occurrence Tag occurrence
Fig. 2a. Content extracted as question Fig. 2b. Question correctly classified
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3.5 c 35
e 3 2 30
225 5 25
o -
z 2 S 20
S 15 515
5 1 3 10
205 I g s l
S &
g o 0

50% 60% 70% 80% 85% 50% 60% 70% 80% 85%
Tag Ocurrence
Tag Ocurrence
Fig. 2c. Question wrongly classified Fig. 2d. Extractebut not question

3.3 Evaluation

The results of the question classification and identificatif the system were evaluated using precision,
recall, accuracy and F-measure values as definedlasgol
Precision=2- , Recall =2 | Accuracy =42 | F-measure &-Precision » Recall
A+C A+B A+B+C+D precision + Recall

A= Number of correctly classified questions for a catgg

B= Number of questions found (existing) but not clasdifis question for a category

C= Number of questions that are wrongly classified

D= Number of question that are not found (existing) buttassified as question for a category

The evaluation results of question extraction based on tagreoce is presented in Fig. 3a and 3b, which
shows the accuracy and f-measure respectively. The accaratyf-measures are plotted against tag
occurrence. It can be seen from the graph that at thectagrence between 70% and 85% the question
identification is high and significantly different from ttey occurrence 50% and 60%. The model is optimal
at 70% tag occurrence mark.

1.002

0.998
0.996
0.994
0.992

0.99
0.988
0.986
0.984
0.982

Accuracy

50% 60% 70% 80% 85%
Tag occurrence

Fig. 3a. Overall question identification accuracy
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1.001

0.999
0.998
0.997
0.996
0.995
0.994
0.993
0.992
0.991

F-Measure

50% 60%

Tag occurrence

85%

Fig. 3b. Overall question identification F-measure

Table 8 shows the abbreviations of features used in questi@ct@n and classification models obtained
from [41]. Table 9 shows the comparative result analgsie Naive Bayes classifier used against other
classifiers. It can be seen that combination of AUTH+QM-+bh®MN achieved a good performance but our
proposed model obtained a better result using the evaluatititsnef precision, recall, accuracy and f-

measure.
Table 8. Features and their abbreviations from [41]

Features Abbreviations
Question Mark QM
5W1H Words 5w
Total # Post LEN
Sequential Patterns SPM
N-grams NG
Authorship AUTH
Position POSI
Query Likelihood Mode LM
Stop Words SW
Graph+Query Likelihood Mod GQL
Graph+KL-divergence Model GKL

Table 9. Evaluation result from comparison with other moels

Features Precision Accuracy Recall F-measure
QM+5W 0.614 0.648 0.764 0.681
S5W+LEN 0.627 0.650 0.709 0.666
SPM 0.642 0.661 0.702 0.671
QM+LEN 0.65¢ 0.68 0.76¢4 0.70¢
QM+5W+LEN 0.672 0.698 0.755 0.711

NG 0.752 0.772 0.799 0.775
AUTH+LEN 0.813 0.839 0.874 0.843
AUTH+QM+5W+LEN 0.863 0.876 0.889 0.876

NB 0.999 0.996 0.997 0.998

Table 10 describes a cross section of comparative chaséicterin question extraction models. The
comparison is carried out on [41,17] and our model. The clesistats depict features obtainable in the
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models which describes the quality of the model. The marddaatures present in a model the better the
proficiency. The table shows that our model has all Haacteristics taken into consideration, which makes
it a better and comprehensive model.

Table 10. Characteristics features in question extractiomodels

Characteristic features NBM [41] Model [17] Model
Spam detection (context based spam detection) Yes No Yes
Removingspams (heuristic measu Yes No No
Checking all the questions in the blog Yes No Yes

Part of speech taggi Yes No No
Question detection and classification Yes Yes No
Semantic relationship between extracted questions Yes No No

4 Conclusion

To obtain quality answers from a community question ansgesystem accurate question identification and
extraction becomes imperative. In this paper, we presentett@ance based technique using part of speech
tag to identify and extract questions and Naive Bayesifixsfor question classification. We also employed
context based features such as average length of words, aofi@antthor text, compressibility, fraction of
globally popular words and independent n-gram likelihoodsém $or spam in text posted by users or in
blogs in order to expunge irrelevant content and enhancectotreof high quality questions. In our
research, the model extracting and identifying quality ijipresvas defined and the result of our model
showed impressive performance with respect to other mddelgever, there are areas for further research
for our work to improve the quality of questions identifiegtiracted and classified. To improve the question
extraction and classification result of our research wenthtto create a hybrid model that combines our
approach with another successful technique such as SVM whiclusealsin [9] to observe how it will
improve question extraction. In addition, the assigned thréskadle for our model worked well with the
dataset from Research Gate. We intend to apply similaesdo other dataset to know what value works
best for different datasets.
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